2505.14031v2 [cs.HC] 3 Oct 2025

.
.

arxiv

Reading.help: Supporting EFL Readers with Proactive and
On-Demand Explanation of English Grammar and Semantics

Sunghyo Chung
Kakao
Seongnam, South Korea
shawn.hyo@kakaocorp.com

Sungbok Shin*

Aarhus University

Aarhus, Denmark
sbshin90@cs.umd.edu

Hyeon Jeon
Seoul National University
Seoul, South Korea
hj@hcil.snu.ac.kr

Md Naimul Hoque
University of lowa
Iowa City, United States
nhoque@umd.edu

Detail Level: = Concise

Machine-learning, especially deep
learning, is widely used in modern

= Detailed

Deep learning Nature Review

searches to content filtering on social networks to r dations on

Machine-learning technology powers many aspects of modern society: from web

Q Help ~

O Vocab ~

B Vocab feature extractor

technology for various applications.

deep learning « Noun

websites, and it is increasingly present in consumer products such as cameras and

0 Comprehension

« 1. A component that transforms raw data into a
structured form suitable for analysis or machine

) d select relevant results of search. Increasingly, these applications make us

,/ class of techniques called deep learning.

Traditional machine-Igarming
required expert-designed features to

P | . LW S, W)

: : vlearning systems are used to ide
Q Help J Tools

text, match news items, posts or |

O Help Lexical Terms (Words, Idioms) - Increasingly, these

B Help Comprehend g

[4 Help Grammar

“-lep~==g systems are used to identify objects in images,
Q Help [ Tools C . p g
téx| ich news items, posts or products with users’ interests,
an

’ N
o o
,/ N Machine-learning technology powers ... Bk Korean}
, N L OIOIEIE 2MoILt 77| s AM2lof Xgtst FElR HEtss 7
/ AN L2
/ N
7 S N « In machine learning, a feature extractor converts
,' N raw image data into a set of features.
/ N
. ; . : R T Q Help @ « Pronunciation: /'fi: tfar 1k strzek.tor/
/ Conventional machine-learning techniques were limited in their ability to process i

natural data in their raw form. For decades, conslructiﬁg\zl pattern-recognitioft or

process raw data ively for hine-learning system required careful engineering and tansiderable domain ~~ _ that transformed the raw data (such... e N
patiam de(ecu?m. expertise to design a feature extractay that transformed the ra\;f‘d\ata (such as th SN N - J & Grammar AN v
/'/ pixel values of an image) into a suitable int‘efnihep:ege‘nsation or \foa\ture vector from @0 Comprehension s - N R
@ which the learning subsystem, often a classifier, could detect Erclassij}z p:':tterns in constructing a patters "'/Vefoﬁ"ﬁm\ 00 Comprehension N ~
i Nt = 1. Main Idea: \\

learning processes.
= 2. Atool or algorithm used to identify and isolate
ignifi istics or patterns from raw data

e of a these applications make use of a cl...

for further processing.

Valid (Verified by &)

~~ 90 Vocab e N
- « Building a system for recognizing patterns or teaching

machines needed detailed planning and specialized

feature eXtractor
- knowledge. .

/
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explanations that align with typical definitions within machine learning,
without fabricating information or diverging from accepted meanings.
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Figure 1: The READING.HELP interface. READING.HELP assists English as a Foreign Language (EFL) readers in understanding

English texts by identifying areas that may confuse readers. Th

e system assists EFL readers with (A) content summaries and

(B) adjustable level of summaries (concise or detailed). (C) When users select a specific text, they can access the supporting
tools. (D) The Tools menu expands to offer three assistance options: Lexical Terms, Comprehension, and Grammar. (E) The

system identifies potentially challenging content for EFL readers

and provides recommendations for each paragraph. (F) When

the vocabulary tool is selected, the explanations appear with definitions and contextual information. (G) All explanations go
through a validation process through a second LLM, which validates the reasoning of the first LLM. (H) The suggestions are

linked to the text through highlighting.
Abstract

A large portion of texts is written in English, but readers who see
English as a Foreign Language (EFL) often struggle to read texts
accurately and swiftly. EFL readers seek help from professional
teachers and mentors, which is limited and costly. In this paper, we
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explore how an intelligent reading tool can assist EFL readers. We
conducted a case study with EFL readers in South Korea. We at first
developed an LLM-based reading tool based on prior literature. We
then revised the tool based on the feedback from a study with 15
South Korean EFL readers. The final tool, named READING.HELP,
helps EFL readers comprehend complex sentences and paragraphs
with on-demand and proactive explanations. We finally evaluated
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the tool with 5 EFL readers and 2 EFL education professionals. Our
findings suggest READING.HELP could potentially help EFL readers
self-learn English when they do not have access to external support.

CCS Concepts

« Human-centered computing — Interactive systems and
tools.
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Augmented Reading, Human-centered Al, English as Foreign Lan-
guage, EFL, Automated reading assistant

1 Introduction

English is the most widely used language for communication in aca-
demic, professional, and social contexts worldwide. A vast amount
of literature, including books and documents, is written in English,
with millions of new documents being created at any given moment.
As a result, the ability to read English accurately and efficiently
remains a crucial skill for individuals globally. Acknowledging this
need, many educational institutions in countries where English is
considered a foreign language incorporate English-language curric-
ula at various levels, such as in international schools with O and A
levels [68]. However, these educational programs are often limited
and costly, remaining inaccessible to a significant portion of the
population. Even students who receive formal English education
face difficulties due to the lack of exposure to advanced vocabulary
and cultural references outside the classroom.

Due to the challenges in formal English education, many readers
who consider English a foreign language (EFL) seek resources to
self-educate themselves. There are now online courses, but they
are limited in scope and do not provide on-demand and situational
support readers need while reading an article. Various tools are
available to fill this gap, including electronic dictionaries and online
translators such as the Google Translate!. While electronic dictio-
naries are widely used, they offer limited support in identifying
areas where readers may misinterpret or misunderstand the text.
Online translators offer a convenient means of understanding Eng-
lish texts. While their strategic use (e.g., searching for short phrases,
clauses, etc.) can support both comprehension and learning, pro-
viding full-text translations may lead many non-native English
learners to translate entire passages, increasing reliance on the tool
and reducing motivation to engage with new vocabulary or syn-
tactic structures [1]. These points suggest that EFL readers could
benefit from a tool that supports independent interpretation of
English texts as well as offer learning opportunities for the readers.

With this objective in mind, we introduce READING.HELP, an
interface designed to help EFL readers’ independent reading of
English texts by leveraging natural language processing (NLP) tech-
niques. READING.HELP mainly targets EFL readers, who have uni-
versity degrees, and are willing to independently interpret English
texts. READING.HELP contains two different modules: 1) an identifi-
cation module for detecting words and sentences that an EFL reader
may find difficult; and 2) an explanation module for clarifying
vocabulary, grammar, and overall context of the text. We devel-
oped two specialized and interpretable neural models for detection
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challenging words and sentences. We then use a Large Language
Model (LLM) to provide explanations for the identified words and
phrases. Users of the tool can also manually highlight any text and
request explanation. To ensure the reliability of these explanations,
a secondary Large Language Model (LLM) evaluates and refines the
information provided. Finally, the explanation module generates
concise summaries of paragraphs within the text, helping readers
to grasp the main idea without becoming overwhelmed by details.

As a case study, we base our work in the context of South Korea.
We initially conducted a pilot study with 15 South Korean EFL
readers. Based on the feedback from the pilot study, we revised the
tool and subsequently evaluated READING.HELP in a study involving
5 EFL readers and 2 domain experts in English education for EFL
readers in South Korea. We assess the effectiveness of our tool
and observe how these readers benefit from READING.HELP. We
find that people use our tool mainly to address text complexity
issues and gain comprehension support. READING.HELP reports
an average recall of 87% when recommending three elements per
dimension. Furthermore, while the self-validation performance
of LLMs is comparable to that of humans in detecting incorrect
meaning issues, LLMs remain limited in identifying other issues,
such as missing elements.

2 Background and Related Work

We explain the background of our work in three parts: (1) difficulties
for EFL readers, (2) computational approaches to assist academic
reading, and (3) work that augments writing.

2.1 Difficulties in EFL Reading

We identified studies to understand effective methods to learn
English, in both reading [8, 21, 32, 49] and writing [24, 60, 74].
Hirsch [25] argues that fluency, the breadth of vocabulary, and the
domain knowledge about the topic are the three factors that con-
tribute to reading. Fluency is the capability to connect current text
a person is reading with the preceding text. Lack of vocabulary cre-
ates latency in connecting the previous and current content. Lack of
domain knowledge can make it difficult to understand the context,
such as contradiction, and eventually create a mental model that
is out of the context. Note that a lack of one factor can lead to
difficulty in other factors.

We found additional framing of these challenges in the literature.
The first challenge is in text complexity [14, 30], where the readers
struggle to understand the main gist of the text. Text complexity
involves not just difficult vocabulary, but also complex grammati-
cal rules and lengthy sentence structures. All of these factors can
lead to misinterpretation or slower reading.Another framing is
reading strategy [14, 26, 59]: inferring the right context, topic, and
takeaways from a text block. Failure to understand the context, or
comprehensive breakdown, is common among EFL readers.

Our approach aims to address these general challenges faced by
EFL readers. We categorize the challenges into three challenges
(vocabulary, grammatical, and comprehension) and addressed them
in a unified tool. The goal is to provide on-demand support to EFL
readers when they face the issues as well as proactively recommend
potential issues to improve the self-learning process.
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2.2 Intelligent Reading Tools

HCI and Al research has a long history of developing intelligent
reading tools. The primary focus is to speed up reading [43, 75]. For
example, Marvista [10] aids users in reading and comprehending
text based on the time they want to spend, using Al-generated ques-
tions. CReBot [58] interactively asks section-level critical thinking
questions, catering to both experienced researchers and novices.
Highlighttext [67] explores effective text highlighting methods,
while Living Papers [22] introduces a grammar for augmenting
scientific articles. SCIM [16] enables researchers to quickly skim pa-
pers, and Vogel et al. [34] show that highlighting a limited number
of keywords improves comprehension.

Several works aim to improve the understanding of charts and
tables within documents. One approach is adding textual informa-
tion [18, 66] on visualizations. Kim et al. [40] link text and tables,
while Elastic Documents [6] use visualizations to connect them
for better summarization. Kori [44] provides an interactive inter-
face linking charts and text, and Statslator [52] visually translates
statistical tables for clearer interpretation. Other works focus on
improving chart accessibility for readers [11, 12, 27, 41].

Another line of research focuses on using eye movement data to
understand and predict confusion [42, 64] and mind wandering [15]
through Machine Learning techniques. These studies aim to identify
eye movement patterns associated with confusion and use them to
predict confusion or mind wandering during reading.

Overall, the above works improve reading experiences for users.
However, they do not cater to the needs of EFL readers. The methods
also lack focus on the learning aspect, which is critical for EFL
readers. Indeed, EFL readers may not only want to read fast but
may want to learn about the syntax and semantics. Our work aims
to fill that gap.

It is worth noting that researchers have proposed a few tools for
learning English. For example, ChatPRCS [71] tailors reading com-
prehension questions to the student’s English proficiency. VocabEn-
counter [3] uses recent NLP techniques to integrate vocabulary
into the user’s reading material in near real-time. CriTrainer [73]
helps develop critical paper reading skills through text summariza-
tion and template-based questions. Our work extends this line of
work by developing NLP methods to proactively identify text that
EFL readers may find difficult and then using an LLM to explain
the grammar and context of the text. READING.HELP also provides
on-demand explanations for texts identified by readers as difficult.
Finally, the tool uses a verification process to improve the reader
trust in the explanation provided, improving the learning experi-
ence.

2.3 Intelligent Writing Tools

Reading and writing are fundamentally related to each other. Learn-
ing to write English could potentially improve reading skills. As
such, intelligent writing tools are relevant to our work. Commercial
tools such as Grammarly can help writers improve grammatical
and semantical aspects of a written text. There is a new wave of
intelligent writing tools powered by LLMs [36, 38, 47, 70, 76]. Ito et
al. [31] conduct a study validating Al-assisted drafting of English
essays by non-native speakers, developing a tool called Langsmith
to refine academic essays. Figurally [65] supports the writing of

scientific alt text. There are efforts to provide customized related
work suggestions for scientific articles [9, 35, 37, 56], often using
algorithms based on users’ publication history. The algorithms
mainly deployed in these works are based on users’ past records.
Research search engines like Google Scholar now offer personal-
ized paper recommendations, and there are works [48] that aim to
improve recommendation accuracy with LLMs. Finally, several stud-
ies also evaluate the impact of LLMs in human-LLM collaborative
writing [19, 28, 50].

This line of research motivated our research. While there are
numerous intelligent writing tools (and reading tools), how NLP
and LLMs can assist EFL readers remains largely unknown. Our
work shows that carefully designed NLP heuristics, along with the
LLM can capture a wide range of problems a reader might have and
provide proactive and on-demand explanation.

3 Design Requirements

We adopted an iterative design approach to develop the proposed
tool for EFL readers. Before developing our final tool, we created
an initial version, READING.HELP-Lite, to evaluate the strengths and
limitations of our approach. Below, we describe our preliminary
design requirements, grounded in prior literature.

DR1 Proactive and On-Demand Guidance. The tool should
guide EFL readers on parts that are potentially difficult to
parse or understand. Such proactive guidance could help
EFL readers focus on textual complexity that they might
have overlooked [14, 30] or proceed with the wrong inter-
pretation [14, 26, 59]. It is also important that such guidance
is provided on-demand, upon the user’s request.

DR2 Explain vocabulary, grammar, and semantics. Our tool
should provide explanations for improving text comprehen-
sion. The tool should effectively explain unknown vocabu-
lary and complex grammatical structure. The tool should
also explain the core topic and main takeaways of a text
segment.

DR3 Drill-down to the Details. To deliver knowledge and in-
formation in a limited amount of computer space, feedback
should be arranged hierarchically [62], where the tool ini-
tially provides a high-level summary and the user can drill
down to refer to more details [63].

DR4 User-centered adaptive support. EFL readers may have
different levels of profiency in English. The readers’ formal
education and social exposure to English can also vary.
Thus, it is important to provide feedback that is tailored to
varying levels of English proficiency.

DR5 Visual Emphasis. Visual emphasis techniques [29] such as
word highlights can make the tool effective for two reasons:
(1) the emphasis could perceptually guide users to look for
salient parts; and (2) it could help readers spend less time in
looking for a specific keyword of interest in the text [67].

4 READING.HELP-lite

Here, we describe the implementation of READING.HELP-Lite, our
initial attempt to address DR1-DR5. Figure 2 shows the interface
of READING.HELP-Lite. We chose an LLM as the main analytical
pipeline for this version because of the ease of access and strong
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Prompt: P1 P2 LLM: L1 L2

Subject-Specific Vocabulary .

captured in nets set for tunas and billfishes, and seabirds and turtles are caught in
longline sets. Because bycatch often goes unreported, it is difficult to accurately
estimate its extent. Available data indicate that discarded biomass (organic matter
from living things) amounts to 25-30 percent of official catch, or about 3Q =
metric tons.

Reading Passag Babel Helper In-Depth Explanation
nce to the conservation of marine life is bycatch—fish
Q Help 0 Tools . N N ! .'y._

e unintentionally caught in the process of fishing for a Q Help Bycatch is a common occurrence inlo... A O Vocab Bycatch .

O Help Lexical Terms (Words, Idioms) 1S @ Common occurrence in longline fishing,
e with baited hooks placed at intervals, and in (7
Help Comprehend ; M Comprehension

® : i trawl) that is dragged along the ocean floor or . C Comprehension Bycatch is a common occur... A
@ Help Grammar isheries employ gear that can catch one Bycatch is a common occurrence in longline
SPeCias 10-18 BxcIsion-or ai-owmers. Dolphins, whales, and turtles are frequently fishing, which utilizes a long heavy fishing line with 1. Main Idea:

baited hooks placed at intervals, and in trawling,
which utilizes a fishing net (trawl) that is dragged
along the ocean floor or through the mid-ocean
waters.

—_— The sentence explains that bycatch frequently
happens in longline fishing and trawling due to their
The bycatch problem is particularly acute when trawl nets with small mesh sizes methods.

* Bycatch happens often in two specific types of fishing.

* The first type is longline fishing, which uses a long fishing
line.

* This line has baited hooks spread out along it.

+ The second type is trawling, which uses a large fishing net.

* The net is pulled along the ocean floor or in the middle of
the ocean.

(smaller-than-average holes in the net material) are dragged along the bottom of {
the ocean in pursuit of groundfish or shrimp. Because of the small mesh size of the
shrimp trawl nets, most of the fishes captured are either juveniles (young), smaller
than legal size limits, or undesirable small species. Even larger mesh sizes do not
prevent bycatch because once the net begins to fill with fish or shrimp, small

which utilizes a long heavy fishing line with baited
hooks placed at intervals

which utilizes a fishing net (trawl) that is dragged
along the ocean floor or through the mid-ocean

2. Brief Summary:

* Bycatch frequently occurs in longline fishing and trawling,
where other marine life is caught by accident.

& © &

By A topic of increasing relevance...

« "Atopic": A noun phrase serving as the subject of
the sentence.

« "of increasing relevance": A prepositional phrase
modifying "a topic," describing its importance.

"to the conservation": A prepositional phrase
linked to "of increasing relevance," showing what
the relevance is related to.

individuals caug| nesh. In
any case, these . : . ed back
. A topic of increasing relevance... A
over the side of
waters
opic of increasing relevance to the conservation of
ine life
* Grammatical Role: O Vocab

Bycatch Bycatch refers to fish or other marine

animals that are unintentionally caught while fishing * Noun
for a specific species.

longline fishing

D Vocab longline fishing ~

longline fishing

+ 1. A method of fishing that involves using a long, heavy
fishing line with baited hooks spaced at intervals,

trawling occurrence usually set to catch fish like tuna and swordfish.

« 2. This technique can also catch unintended marine life

« "of marine life": A prepositional phrase modifying
"the conservation," specifying what is being
conserved.

Role in Conveying Meaning: This phrase identifies

(bycatch), such as seabirds and turtles, which get
& O @ hooked on the baited lines.

* YA (Korean)

the subject (bycatch) and highlights its

Figure 2: READING.HELP-lite interface. (A) A control panel that appears upon selection of a text. The user can choose to get
help, or manually look for what they want by pressing the button ‘tools’ (B) On selecting ‘help’, REaADING.HELP-Lite displays
potential challenging issues that the user might be interested in. A user can select any of the issues to see it in a detailed view
(C, D, E). By toggling the ‘subject-specific vocabulary, (F) the user can view subject-specific keywords underlined in the text.

analytical capability. We anticipated that the LLM-powered proto-
type will allow us to conduct preliminary study with real users and
help us design the final version of the tool.

4.1 Interface Overview

4.1.1  Workflow. READING.HELP-lite identifies and suggests poten-
tial sources of difficulty by analyzing a piece of text uploaded by
a user (DR1). The text is analyzed along three dimensions: vocab-
ulary (denoted as ‘lexical terms’), grammar, and comprehension
(DR2). The vocabulary component identifies unfamiliar keywords
or phrases (e.g., idioms and short clauses). The comprehension com-
ponent situates the text within the broader context of the passage.
Finally, the grammar component addresses grammatical issues.
The three types of issues (i.e., dimensions) are presented in three
different types of colored boxes (DR5) (Figure 2B).

4.1.2  Detailed explanations to users. The vocabulary module pro-
vides the literal definition of a keyword or idiom. For words with
multiple interpretations (e.g., ‘take’ and ‘get’), we offer only the
context-relevant definition. A corresponding Korean translation
is also supplied for verification (see Figure 2D). In the comprehen-
sion module (see Figure 2C), we provide the main idea, and the

intention of the selected text in relation to the flow of the entire
passage. The main idea is provided as a bullet point to facilitate the
understanding. We also provide several examples of sentences that
convey the same meaning, but using different wordings and struc-
ture. This is to help users better understand the current context
by comparing it with other possible contexts. Finally, the grammar
module (see Figure 2E) examines sentence structure by segmenting
text into phrases. For each phrase, the system offers keyword-level
explanations that delineate the function of each component. The
intent behind this is to help users quickly locate issues within a
sentence while understanding how individual keywords form the
overall phrase.

4.1.3 Additional Features. READING.HELP-Lite has several other
interactive features. First, we highlight subject-specific keywords.
The user can toggle the button next to the ‘subject-specific vocab-
ulary’ label in Figure 2, and the tool underlines subject-specific
keywords in blue. Hovering over an underlined keyword will show
a brief definition of the keyword in a tooltip. Second, if a user
encounters text segments not recommended by the tool but still
remains unclear, then they can use the ‘tools’ button in the panel
to directly select and analyze the segment by choosing a dimension
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(vocabulary, grammar, or comprehension). The explanations pro-
vided to the user differ bt the proficiency level of the user (DR4)
(discussed next).

4.2 Prompt Engineering

We use OpenAI’s GPT-40 model for providing explanations to users.
We iteratively tested various prompting methods to search for the
optimal prompt in our setting. Effective prompt engineering is
challenging as the responses from LLMs are not predictable at
times, due to issues such as hallucinaton, verbosity and so on. We
deploy seven guidelines from prior work and ChatGPT instructions
in designing effective and fast prompts:

e Assign a role to GPT — to ensure responses are aligned with a
specific expertise (e.g., expert English instructor)

o guide LLMs to respond in a specific response template — to avoid
verbose responses.

e structure responses clearly and concisely — to avoid verbosity
and maintain precision.

o use exact keywords — to avoid misunderstandings when prompt
chaining.

e add global variables (e.g., user proficiency for supporting DR4)
in the system prompt — to manage a user’s specifications equally
across various tasks.

e add local variables (e,g., tasks) in the user prompt — to use the
same template equally for multiple users.

We explain three main types of prompt template used in the
tool. The first template is for providing various explanations (e.g.,
grammar, components, lexical terms) used in READING.HELP. The
second template is for computing recommendations about what
the user may not know about the user-selected text.

4.2.1 Template for providing explanations. Let us define the tem-
plate for providing explanations as Tem,y. Let [Role] be the string
that contains the prompt that specifies a role. We provide the role
of an English instructor (e.g., “You are an expert English instructor
tasked with providing a comprehensive analysis of sentences.”). Let
[Prof,] be the information on the user’s English proficiency skills
(e.g., ‘the user’s English proficiency level is ‘intermediate.”) . Note that
[Roler] and [Prof,] are added in the system prompt. Let [Text] be
the string that contains the text selected by the user. [Text] can be
a part of the passage, such as ‘Because bycatch often goes unreported,
it is difficult to accurately estimate its extent.’ Let [All — text]| be
the string that contains entire passage provided by the user, and
[Instr] be the string that contains of all task instructions needed
to conduct the task. For example, for providing definitions about a
vocabulary, the prompt is Provide a comprehensive definition for the
given vocabulary word.” Finally, let [Form] be the string that con-
tains the exact desirable answer format (e.g., ‘Provide the response
in the follwing manner: Banana 1. A fruit ... 2. ...”). To sum up, the
template for Tem,y is:

Temey = [Roleex|+[Prof,|+[Text]+[All-text]+[Insteyx ]|+ [Formey].

4.2.2  Template for recommendations (Help). Let us define the tem-
plate Tempg for providing recommendations in help components
(comprehension, grammar, and lexical terms) for the user. We skip
the definitions of [Roler], [Prof,], [All — text] and [Text], as they

are defined in a similar manner to those in the template above. Let
[Instg] be the string that contains of all task instructions needed
to provide recommendations (e.g., ‘Please structure your response
according to the guidelines provided in the system prompt.’). Simi-
lar to above, [Formg] is the string that contains the desired exact
answer format, Hence, to sum up, the tamplate for Temg is:

Tempg = [Roler]+[Prof,]+[Text]+[All-text]+[Instg]+[Formg].

Further details about the prompting and its relevant code can be
found in here 2.

4.3 Implementation details

The front end READING.HELP is implemented as a full-stack web
application using Next.js, a React-based framework for both front-
end and back-end development. In the backend system, the data
management and routing are handled entirely within Next.js. The
tool is hosted on Amazon Web Services (AWS) during the user
study.

5 Pilot Study

We conducted a pilot study by using READING.HELP-lite as a probe.
The goal was to evaluate the effectiveness of READING.HELP-Lite
and identify limitations for improving the tool. The study was
approved by the National Institutional Review Board (IRB) of South
Korea. We first describe the study procedure, and then provide the
results, and takeaways from the study.

5.1 Study Details

Participants. We recruited 15 South Korean participants for this
study through the word of mouth approach. All participants had a
bachelor degree but reported difficulties reading English (i.e., con-
sidered themselves as EFL readers). Among them 3 participants
were English educators. Two were high-school teachers whereas
the other is a consultant in an educational startup. Among the
participants, 11 were men, while 4 were women. The gender distri-
bution is imbalanced, partly because it was difficult to find adults
who would identify as EFL readers as it could be a socially uncom-
fortable situation for many people.

Task and Materials. We define a unit task (UT) as a task in which,
over the course of 5 minutes, a participant would read a passage
(~200-250 words), highlight any part of the text that they find diffi-
cult, and read explanation provided by READING.HELP-Lite. After
each session, participants verbally informed the session adminis-
trator about the issues they faced and how the tool helped address
the issues. The passages are derived from TOEFL free reading test
samples from ETS ® 4. We decided to use passages from TOEFL, as
it is a popular standardized test for university-level students.

Study Process. Each session consists of an introduction (~10 min-
utes), main study (~35 minutes), and a post-study interview (~15
minutes). Following consent and the collection of demographic in-
formation and relevant background information, participants were
guided to READING.HELP-Lite, where the study administrator (the
first-author of this paper) demonstrated its features and explained

Zhttps://osf.io/tf2w8/?view_only=Ff715f4c297334f55295410f2c03da596
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“https://www.ets.org/pdfs/toefl/toefl-ibt-reading-practice-sets.pdf
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the required tasks. The main study started with a test to determine
the level of English proficiency of the participants. For this test, we
asked participants to read a passage for 5 minutes, and answer three
questions pertaining to the passage. When a participant answered
at most one question incorrectly, we classified them as ‘proficient’.
When they answered more than one question incorrectly, they are
categorized as ‘not proficient. Based on this categorization, we
prompted the LLM to provide easy-to-understand explanations for
‘not proficient’ participants. After that, participants completed four
unit tasks.

During the post-interview study, we inquired about the effec-
tiveness of the tool and the components and their general satis-
faction with the tool. We also asked about limitations and failures
of the tool. Each session lasted around 60 minutes. We provided a
compensation of around KRW 15,000.- (around US$12.00) for the
compensation. This rate is based on the hourly minimum rate of
KRW 9,860/hr.

5.2 Results

Overall, the feedback from the participants were positive. They saw
the value of such a tool for personal growth and improvement. We
discuss the major findings below.

Usage patterns. We noticed that participants sought the most help
with vocabulary, followed by grammatical structure. On average,
participants sought 4.2 explanations for vocabulary, 2.1 for compre-
hension, and 0.9 for grammar, per each passage within a document
(see Figure 3A). We find that participants used the ‘help’ button 1.6
times to identify all issues for a selected text. In contrast, partic-
ipants sought specific explanation (that is either comprehension,
grammar, or lexical terms) for a selected text 1.2 times ( Figure 3B).
While most participants found the feedback accessible, some users
with lower TOEFL proficiency (4/15) reported that the responses
were overly verbose and difficult to comprehend.

Help vs. Manual
manipulation used

\| Average number of modules
used by participant

° 42 1.6
e g1®
< 3 1.2
3 3
(8] o 1.0
(] o
[e)] ©
o )
[ >
> < 0.5
< 0.9

0.0 Help Manual
Categories

Vocab Comp Grammar
Categories

Figure 3: READING.HELP-Lite usage during pilot study. (A)
shows the average number of modules (vocabulary, compre-
hension, and grammar) used by participants while conduct-
ing a unit task. (B) compares the number of times ‘help’ and
manual manipulation, or ‘tools’ are accessed while conduct-
ing a unit task.
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Post-study interview. To begin with, All participants reported
that LLM recommendations were beneficial, though they did not
expect them to be completely error-free. Second, participants ex-
pressed a strong preference for the comprehension module (9/15)
and the vocabulary module (8/15) among the deployed components.
The comprehension module was utilized to decode lengthy, com-
plex sentences. As one participant explained, “The comprehension
component explains difficult parts by showing the sentence’s intention
and considering the passage’s overall context. This helps people spot
their misinterpretations.”

5.3 Lessons Learned

We identified several challenges that must be addressed to make
the tool more effective. Following limitations informed the revised
toolin § 6.

e Lack of trust and validation. There is a consensus among
participants that the responses of LLMs are insightful, but it is
difficult to trust the responses. Participants were not confident
in accepting the responses of the LLMs in some cases. Several
participants queried about how the system is determining words
that might be challenging.

e Lack of adequate support for comprehension. While READ-
ING.HELP-Lite provided comprehension support for a selected
text, we did not provide comprehension support for the whole
document. The current selection based approach assumes that
users will recognize what they do not know. However, we have
observed that users may be uncertain about where to look for ad-
ditional guidance. This issue is also echoed in the literature [59]
that lack of effective English reading strategies also impedes
EFL reading.

o Verbosity of the grammar explanation. the grammar compo-
nent was widely regarded as the least useful, with 12/15 partici-
pants reporting minimal benefit. Participants were overwhelmed
by its verbosity. Several participants suggested that this com-
ponent could be really useful if the explanation is brief and
concise.

e Adapting to varying proficiency levels. In our study, partic-
ipants with lower TOEFL scores in three-question test received
simplified responses. Reactions varied: some found the sugges-
tions acceptable, while others struggled to comprehend them,
indicating that the responses could be made more accessible for
EFL readers in general.

e Usability issues. We also found some usability issues regarding
READING.HELP-Lite, such as the confusion with the different
panels in the tool and lack of explanations for the colors used in
the interface.

6 READING.HELP: Updated Version

We develop READING.HELP by addressing the issues we found in
READING.HELP-Lite (see §5.3). In this section, we describe the revised
system with the key modifications.

6.1 Interpretable CEFR Prediction Models

One of the main concerns from the pilot study was that READ-
ING.HELP-lite was not transparent. Participants were hesitant to
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accept the recommendation without a clear decision-making pro-
cess. Thus, we decided to develop an interpretable model for recom-
mending challenging words and sentences. Another concern was
that participants could not weigh the severity of a recommendation
(that is, how complex the word or sentence is) without referring
to a baseline. Thus, we decided that the recommendation should
align with a standard practice. We adopted the Common European
Framework of Reference (CEFR) [54] for Languages, a standardized
system of six levels (A1, A2, B1, B2, C1, C2) to measure language
proficiency. This standard is typically used to prepare learning ma-
terials that match the six levels. A1 and A2 indicate basic users, B1
and B2 indicate independent users, and C1 and C2 proficient users.
Prior research shows that CEFR is an effective measure to calculate
lexical complexity. We propose two interpretable neural models
for CEFR level prediction: a Lexical Complexity Estimator and a
Sentence Readability Estimator.

6.1.1  Lexical Complexity Estimator. Suppose a document D contain
S sentences and W words. Denote the i-th sentence by s; and the
Jj-th word by w;. The Lexical Complexity Estimator is defined as
the following function f:

f:X —{0,1}¢

where X is the input feature space and C denotes the number of
CEFR classes. Our Lexical Complexity Estimator is designed to
classify individual words into CEFR levels based on four linguisti-
cally meaningful features x; inspired by prior work [2, 17, 39]: 1)
frequency or rarity of the word in English (freq(w;)); 2) length or
character count of the word (|w;|); 3) number of senses or poly-
semy (poly(w;)); and 4) the word embedding of w;. To compute the
word embedding, we use the Qwen3-0.6B [72] model. We provide
the word and its part of speech to Qwen3 model in a prompt and
take the mean of the final hidden states as the embedding. The

model architecture consists of four main components (Figure 4A).
First, feature transformation networks process each of the four
features through dedicated transformation networks, acting as spe-
cialized experts:

fi = Expert;(x;)
= LayerNorm(GELU(Linear(LayerNorm(Linear(x;)))))

Here, each expert network transforms a scalar feature into a
512-dimensional representation via two linear layers with Layer-
Norm [5] and GELU [23] activations.

Second, dynamic alpha prediction uses a data-dependent gat-
ing mechanism. Instead of fixed feature weights, we use an alpha
predictor network that determines the importance of each feature
based on the current input:

a = softmax(AlphaPredictor(concat(fi, f2, f3, f1)))

Third, feature fusion combines the weighted features through
element-wise multiplication and summation:

4
h= (@ xf)
i=1

Finally, the fused representation is passed through a final classi-
fier network to produce CEFR class logits.

z = Classifier(h), zeRX (1)

§ = argmaxye(,..c) %k ()

The final classification layer is a small feed-forward network
with two linear layers. It first reduces the feature dimension by
half, then normalizes the activations with LayerNorm, and applies
the GELU activation function, similar to feature transformation
networks. Finally, another linear layer maps the features to the
number of output classes.
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Table 1: CEFR prediction results (%). Best per column (within each category) in bold.

Levels F1 (%) Overall (%)
Category Model Al A2 Bl B2 C1 C2 Avg.F1 Acc. Grouped Acc.
GPT-40 685 404 51.8 593 412 495 51.8 52.9 62.3
Word CEFR Ours 81.2 57.9 53.0 682 633 67.5 65.2 64.8 71.1
Sentence CEFR GPT-40 50.0 595 620 71.1 658 49.0 59.6 64.0 69.9
Ours 70.6 86.3 90.0 87.6 86.8 28.6 75.0 87.4 89.7

6.1.2  Sentence Readability Estimator. The estimator follows the
same functional form for a sentence s;:

g:Y — {0,1}¢

where Y is the sentence-level feature space. This estimator follows
the same design principles but is based on three features inspired by
prior work [4, 53]: 1) number of words (|s;|); 2) average syllables per
word (syl(s;)); and 3) the sentence embedding of s;. The sentence
embedding likewise uses the Qwen3 model. The architecture uses
three expert networks and an alpha predictor, with the same fusion
and classification approach.

6.1.3 Interpretability. A key advantage of our approach is inter-
pretability through dynamic gating. The alpha weights a provide
instance-specific explanations of which features contributed to each
prediction. This enables feature-level interpretability (each weight
corresponds to a linguistically meaningful feature) and instance-
specific explanations (the gating is data-dependent).

6.1.4 Model Training. Both models are trained end-to-end using
the PyTorch library for CEFR classification. The Qwen3-based em-
bedding model is trained with a LoRA adaptation. In multi-label
scenarios where a word or sentence may belong to multiple CEFR
levels simultaneously, we treat each CEFR level as an indepen-
dent binary classification task and use multi-label cross-entropy
loss (BCEWithLogitsLoss). The training configuration is as fol-
lows: batch size 64, learning rate 2e-4, 10 epochs using the AdamW
optimizer [51] on a single NVIDIA A100 GPU.

6.1.5 Datasets. For the sentence dataset, we merged the SCoRE
and WikiAuto datasets provided with CEFR-SP [4]. We also used
CEFR-SP’s predefined split to construct the train and test sets. For
the word dataset, following previous work [17], we used CEFR-
J [69] and the Octanove Vocabulary Profile [17], and additionally
incorporated the Oxford 5000 [55] dataset. In CEFR-], the word
list is based on major English textbooks used in China, Korea, and
Taiwan. To reduce label ambiguity, we exclude cases where the
same (word, POS) appears in two or more sources but differs by
> 2 CEFR levels. We then split the data into training and test sets
with a 90%/10% ratio.

6.1.6 Model Evaluation. Table 1 reports F1 by level, overall ac-
curacy, and grouped accuracy (A*=A1,A2, B1, B2, C*=C1,C2). We
compare interpretable neural models with GPT-40 on CEFR classifi-
cation tasks at both the word and sentence levels. The dataset may
have up to two levels (either because there are multiple annotators
or due to the process of merging datasets), and both levels were

regarded as equally reliable. Therefore, during testing, a prediction
was counted as correct if it matched either of the annotated labels.
The prompts provided to GPT-40 were as follows.

Word-level prediction

Task: Predict the CEFR level (A1, A2, B1, B2, C1, C2) of the
target word.

Target word: {word}

Part of speech: {pos}

CEFR Level:

Sentence-level prediction

Task: Predict the CEFR level (A1, A2, B1, B2, C1, C2) of the
given sentence.

Sentence: {sentence}

CEFR Level:

For word-level CEFR prediction, our Lexical Complexity Estima-
tor significantly outperforms GPT-4o0 on all metrics. The overall
average F1 of 65.2% represents a substantial improvement over GPT-
40’s 51.8%. Likewise, our model achieves higher overall accuracy
(64.8% vs. 52.9%) and grouped accuracy (71.1% vs. 62.3%). These
results suggest that our feature-aware architecture captures fre-
quency, length, and sense (polysemy) based lexical difficulty more
reliably than a general purpose LLM. This aligns with prior work
showing that, in complex word identification, ChatGPT performs
poorly on calibrated scoring while task-specific models achieve
stronger performance [39].

For sentence-level CEFR prediction, our Sentence Readability
Estimator achieves higher F1 scores than GPT-40 on five of the
six CEFR levels. GPT-40 is superior only at C2, yet our model
still obtains a markedly higher average F1 (75.0% vs. 59.6%). Our
model also outperforms on overall accuracy (87.4% vs. 64.0%) and
grouped accuracy (89.7% vs. 69.9%). These findings are consistent
with prior research showing that fine-tuned models outperform
few-shot, prompt-based LLMs in readability assessment [53].

6.1.7 Inference efficiency. To compare runtime speed, we measured
the average inference time per example on the test set with batch
size 1. Our models were executed on a single NVIDIA A100 GPU,
and GPT-4o latencies were measured as end-to-end API round-
trip times from the same client machine. The proposed models
are substantially faster than GPT-40 on both tasks: for word-level
prediction, 0.05s vs. 0.611s (= 12X speedup), and for sentence-
level prediction, 0.052s vs. 0.592 s (~ 11X speedup). This advantage
stems from the compact, feature-aware architecture, and in practical
deployments latency can further decrease with batch processing.
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bars (H).

In summary, the proposed interpretable neural models consis-
tently surpass GPT-40 across both tasks. These results confirm
that our specialized, interpretable models are advantageous for
CEFR-level classification and are well-suited for deployment in our
system.

6.2 Automated Summary

To address DR2 (improving text comprehension), the updated sys-
tem automatically produces short, paragraph-aligned summaries
as soon as a document is uploaded (Figure 5A). These summaries
foreground topic sentences and key claims so that EFL readers
can quickly grasp the main idea before reading the paragraph in
detail. Each summary is anchored to its source paragraph in the
main text, minimizing context switching and preserving local co-
herence during skimming and review. A summary toggle offers
two settings (Figure 5@2)): concise shows a short cue focused on the
topic sentence, and detailed provides a detailed information. This
lets readers choose how much help they want while keeping each
summary anchored to its paragraph, reducing context switching
and supporting the reading strategies.

6.3 Validation

While the CEFR model will improve interpretability of the identifi-
cation task, we are still relying on LLMs to generate the explanation
for grammar because of its generational capabilities. To improve
the reliability of the explanation, we added a validation mechanism
along with our interpretable models.

After the primary LLM generates an explanation (lexical term,
comprehension note, or grammar analysis), a second LLM (i.e., val-
idator) checks whether the response (i) is grounded in the selected
span or paragraph, (ii) matches the requested assistance type, and
(iii) is linguistically correct and non-contradictory. The validator
returns a binary decision (VALID/INVALID) and a brief rationale.
Validated items are visually indicated in the UI (Figure 6D). This
dual-LLM scheme does not eliminate all errors but makes trust cues
explicit to users with modest added latency. See Table 5 for results.

6.4 UI and Usability Improvements

To enhance usability, we refined the interface with several improve-
ments. We made two changes to make the interface adaptable to
different proficiency levels. First, readers can set a target difficulty
level from a dropdown with different recommended CEFR levels (Fig-
ure 5E). Second, we introduced a toggle button that allows users
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Figure 6: Detailed explanation of components to help EFL academic reading. We provide three components to help EFL
researchers in academic reading. They are: (A) vocabulary (lexical terms), (B) comprehension, and (C) grammar. In (A), we
present the definition of the selected keyword, or the idiom, usage, as well as its meaning in Korean. In (B), we help users
understand the text by analyzing the main idea of the user-selected text with respect to the entire context. In condition (C), we
provide grammatical explanations about the user-selected text at the phrase level.

to control the level of details in the summaries (either detailed or
concise).

The updated interface is more proactive in providing guidance.
Uploaded documents are automatically processed to produce short,
paragraph-aligned summaries displayed in a fixed left sidebar (Fig-
ure 5B). In addition, the system recommends potentially difficult
words and sentences (Figure 5G). The recommended words and
sentences are highlighted with three colors—yellow for grammar,
blue for vocabulary, and purple for comprehension. Interacting
with a highlighted item reveals its CEFR label, and hovering over it
presents a compact attribution chart that indicates which features
contributed the most to the prediction of difficulty level (Figure 5H).

To minimize the verbosity of the grammar module, we prompted
the LLM to make the explanation brief. Finally, validation by the
second LLM is visually indicated in the Ul: green icons mark re-
sponses confirmed by the second LLM, and hovering over the icon
reveals the rationale behind the decision (Figure 6D).

Original features from READING.HELP-Lite are preserved: users may
still highlight spans of interest and obtain detailed explanations on
demand (Figure 2D).

6.5 System Architecture and Implementation

The system comprises two components: a web-based interface for
reading assistance (READING.HELP) and a backend that consists of
CEFR model and LLMs. Here, we describe the system architecture
(Figure 7) and analysis pipeline.

Document preprocessing. When a document is uploaded, the
backend runs the Lexical Complexity Estimator (LCE) for words and
the Sentence Readability Estimator (SRE) for sentences to estimate
CEFR levels across the document.

CEFR Predictors and serving. The backend of READING.HELP
integrates interpretable models with a validation mechanism to
deliver reliable assistance at scale. Both interpretable models are

implemented in PyTorch and exposed to the interface via a FastAPI®
server. To reduce latency, the pipeline executes batched inference
over tokens and sentences rather than per-item calls.

Processing workflow. The pipeline has five stages: (1) segment
uploaded documents into paragraphs; (2) split into sentences and
tokens; (3) run batched LCE and SRE inference to obtain CEFR
estimates; (4) reassemble predictions into the original text structure;
and (5) filter predictions according to the user’s target CEFR level
(or history-inferred default), ensuring that only items above the
chosen threshold are surfaced in the interface.

Response generation and validation. When the primary LLM
generates a candidate explanation for a selected span, a secondary
validator LLM evaluates it using a structured prompt containing
{context_paragraph, selected_span, component_type, explanation}.
The validator returns a JSON object {valid, rationale}, which
the decision logic parses to annotate the item. The interface ren-
ders this annotation by attaching an indicator and, when available,
surfacing the rationale (see Figure 7). Although not perfect, this
layered approach aligns with established validation techniques in
Al systems [20].

7 Evaluation

Our evaluation focuses on three aspects: (1) understanding how
READING.HELP helps EFL readers, (2) the effectiveness of recom-
mendations based on CEFR models, and (3) the robustness of LLM
validation. For this, we again conducted a user study with 5 par-
ticipants, which is described in Table 2. After detailing the study
procedure, we report our results from the study.

Shttps://fastapi.tiangolo.com/
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Figure 7: System overview. The mechanism of our tool is composed of an interface (the READING.HELP) and a back-end system
that provides and stores responses. D) The user delivers their demographic information, as well as the part of text that they do
not know to the back-end system via the READING.HELP. Then, READING.HELP receives the input and delivers it to the LLMs @.
Afterwards, LLMs provide the responses to the READING.HELP (3), and they are delivered to the user 2. G When a document is
uploaded, the backend also runs the Lexical Complexity Estimator (LCE) for words and the Sentence Readability Estimator
(SRE) for sentences to estimate CEFR levels across the document. When a new input is uploaded and new response comes, then
the information existing in the interface is saved to the file system in the back-end (7), and can be called back by the interface
upon the user’s request (6. Note that the new validation mechanism is added in READING.HELP. The validation takes place
prior to sending the data to the READING.HELP interface from the backend server.

7.1 Study on EFL readers

We conducted a user study with five EFL readers, all at or above the
undergraduate level, who received their entire education, includ-
ing English instruction, in South Korea. All participants reported
Korean as their most proficient language for both speaking and
writing, and none majored in English-related fields. The study con-
sisted of two phases, with the main session lasting approximately
50 minutes, followed by a 10-minute post-interview.

Phase 1. In Phase 1, participants were provided with five separate
passages as plain text, without any reading support tools. Each
passage consisted of four paragraphs and ranged from 340 to 370
words. Passages were selected from the of two novels, two Economist
articles, and one deep learning research paper to evaluate our tool’s
applicability across various text types. Participants were asked to
read all the passages for 30 minutes and highlight any sections they
found difficult.

Phase 2. In Phase 2, participants were introduced to the web-
based READING.HELP tool. After a brief five-minute tutorial, partici-
pants revisited the five passages using READING.HELP. They were
asked to interpret text segments they had previously marked as
unclear and use READING.HELP to resolve the comprehension is-
sue. Each participant then detailed the issue, assessed whether the
tool provided effective support, and explained how it addressed the
problem. The session ended after 20 minutes. Then, we conducted
a brief post-interview to gather additional insights on their experi-
ences and READING.HELP’s effectiveness. Their usages of modules
in READING.HELP are summarized in Figure 8.

7.2 Results

We report our findings in three parts. First, we describe general
usage patterns of participants. Next we evaluate the effectiveness

Table 2: User study demographics. A total of 5 participants
with backgrounds in medicine, computer science, and engi-
neering took part in the study. All participants were above
the age of 25 and held at least a bachelor’s degree in their
respective fields. They were all Korean nationals who reg-
ularly engage with English academic texts as part of their
professional or academic work. We present the participants’
gender, age, education (Edu.), and job title.

ID Gender Age Edu. Job Title
P1  Male 30 M.D. Medical Doctor
P2 Female 29 M.D. Medical Doctor

Ph.D. student in CS
Ph.D. student in CS
Software engineer

P3 Female 27 M.S.
P4 Female 26 M.S.
P5 Male 29 B.S.

of the recommendation of READING.HELP. Finally, we assess the
validity of the LLM.

Usage patterns. Overall, 5 participants highlighted a total of 101
challenging parts of the text across five texts. Figure 8 shows an
overview of which modules participants used in READING.HELP. We
find that participants use vocabulary models the modules the most,
followed by comprehension, and grammar modules. Participants’
comments indicate that the comprehension module aided their
understanding of uncertain sentences. It explained not only key
terms but also provided background context for the entire sentence.
The grammar component clarified ambiguous interpretations, and
two participants noted that the paragraph summary helped them
read and follow the text more swiftly.

Assessment of CEFR model recommendations. We evaluate
interpretable CEFR prediction models on their ability to recommend
text that readers might not know. Table 3 reports recall, precision,
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Table 3: Precision, recall, and F1 scores of keywords recommended by interpretable CEFR prediction models, with respect to
the words and sentences that the participants in our study found it difficult. The analysis of the table is described in § 7.2.

Recall (%) Precision (%) F1 Score (%)
R1 R2 R3 R4 RS Avg. Rl R2 R3 R4 RS Avg Rl R2Z R3 R4 RS Avg
B2> 7500 8125 8750 9444 100 87.64 1837 19.40 1944 20.24 14.89 1847 29.51 31.33 31.82 3333 25.93 30.38
C1> 3846 27.27 50.00 81.25 42.86 4797 35.71 31.58 45.00 6500 11.54 37.77 37.04 29.27 47.37 72.22 1818 40.82
Module Usage by Participants in Phase 2 Table 4 shows the examples of keywords/phrases that the CEFR
models predicted to be what the EFL readers may not know. We
12.5 identify three patterns about CEFR models based on the analysis
‘g’ 10.0 of keywords that are detected and missed. This comparative anal-
o ysis revealed three dominant types of learner confusion: rare or
o 7 5 . 1. . . .
o invented terms (C1), idiomatic and figurative expressions (C2), and
o
8 50 polysemous common words (C3).
= First, under CEFR-based recommendation (>B2), the system re-
2.5 trieves many context-related terms but still misses a few, depending
on text type. It correctly surfaced items such as Grunnings and
0.0"p; P2 P3 P4 P5
tawny (R1), and from R3: deterrence, spectacle, calculus, arsenal, and
Participants

[ Paragraph EE Vocabulary 0 Grammar BB Comprehension

Figure 8: Usage of modules in READING.HELP during the
experiment by participants (P1-P5). We find that participants
who used READING.HELP used the tool mostly for searching
for vocabulary.

and F1 across five readings (R1-R5) under two difficulty thresholds,
>B2 and >C1. Because participants could freely highlight text with-
out specifying whether they were unsure about word meaning or
overall context, we employed token-based Jaccard similarity to mea-
sure semantic overlap between each recommendation and the union
of user highlights. For each Al recommendation, we tokenized text
by word boundaries and computed the Jaccard coefficient (intersec-
tion over union of word sets) against all user-highlighted content.
A match was determined when the similarity exceeded 6 = 0.3.

At the B2 > threshold, the model achieves very high recall
(75.00-100%, Avg. 87.64%) with low precision (14.89-20.24%, Avg.
18.47%), yielding an average F1 of 30.38%. At the stricter C1 >
threshold, precision improves (11.54-65.00%, Avg. 37.77%) while
recall is lower and more variable (27.27-81.25%, Avg. 47.97%), re-
sulting in a higher average F1 of 40.82% with a peak of 72.22% on
R4. These results indicate a clear balance between coverage and
specificity. The B2 > threshold favors coverage by recovering most
difficult items that participants highlighted. The C1 > threshold
favors specificity by reducing false positives and improving overall
balance as reflected in the higher F1.

Qualitative assessment of CEFR model recommendations. To
better understand the strengths and limitations of our Al-based rec-
ommendation system, we conducted a pattern analysis using data
from three reading passages: Reading 1 (R1), Reading 3 (R3), and
Reading 5 (R5). We compared the language features that EFL readers
highlighted as confusing with those that the system automatically
recommended.

flashpoint; R5 yielded motifs and detection. In contrast, nonce or
short forms like unDursleyish (R1) and nukes (R3) were “missed.”
Given that unDursleyish lacks a stable lexical entry, which makes
CEFR estimation uncertain, we heuristically assign it B2; both terms
therefore fall at or below our >B2 gate and are not recommended
by design.

Second, for idioms and figurative language, the system captured
expressions such as didn’t hold with such nonsense (R1), toyed with,
The idea has gone from fringe to mainstream, and may be an explo-
sive political spectacle (R3). The phrase talked down (R3) was not
captured, but it is B1 and thus intentionally filtered out under the
current threshold.

Third, the system struggled with polysemous, high-frequency
words whose meanings shift in context. It identified dull (R1) and,
in R3, fringe and reassure, but it missed bear (B2) in “They didn’t
think they could bear it if anyone found out about the Potters.”
Because B2 items sit at or below our recommendation cutoff (>B2),
this miss does not affect recommendations; however, it highlights
that lower-CEFR words can still be confusing when used in marked
senses or collocations.

Overall, CEFR gating usefully reduces oversuggestion and fo-
cuses attention on clearly challenging (C1-C2) items, especially
domain-specific and idiomatic expressions. A remaining limitation
is sensitivity to contextually tricky but lower-CEFR words; aug-
menting CEFR-based filtering with sense-aware cues could better
flag these cases.

Assessment of LLM Validity. To identify READING.HELP’S re-
sponse quality, three English experts were recruited to evaluate a
total of 300 examples. Responses deemed error-free were labeled
“Valid,” and those containing errors “Invalid,’; experts recorded the
error types focusing on hallucinations and incorrect explanations
and provided detailed justifications for each judgment. After this
human-led evaluation, a self-validation process was conducted us-
ing an LLM, and we compared the results.

As shown in Table 6, the human experts’ assessments revealed
an overall valid rate of 88% for vocabulary, 93% for comprehension,
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Table 4: Confusion pattern types and examples of READING.HELP recommendations that matched (or unmatched) actual EFL

learner confusions.

Confusion Type Explanation Type Detected Missed
R1 Grunnings / tawny unDursleyish
C1: Contextual terms Uncommon, technical, or R3 deterrence / spectacle / calculus / arsenal / flashpoint  nukes
’ domain-specific terms
R5 motifs / detection -
R1 didn’t hold with such nonsense -
horical ;
C2: Idioms & Figurative Metalp orllca or toyed with /
non-literal expressions R3 The idea has gone from fringe to mainstream / talked down
may be an explosive political spectacle
ith multipl R1 dull bear
C3: Polysemous words Words wit mu tiple .
context-sensitive meanings Rs3 fringe | reassure —

and 90% for grammar. Vocabulary emerged as the least accurate
component, with 12% of the responses flagged for errors. Incorrect
translation of vocabulary accounted for 8 cases. Upon rechecking
these eight cases, six involved semantically equivalent Korean para-
phrases, whereas two were judged completely incorrect. Hence,
while there exist some minor errors, we want to highlight that
true semantic errors were rare. Comprehension errors (7% invalid)
mainly involved reasoning that extended beyond the scope of the
given sentences, while grammar errors (10% invalid) frequently
related to incorrect parts of speech.

LLM'’s self validation vs. human validation. The LLM’s self-
validation rated the responses as 93% Valid for vocabulary, 97%
Valid for comprehension, and 96% valid for Grammar. According
to the LLM, vocabulary mistakes (7% invalid) were often due to
fabricated or irrelevant contexts and mistranslations, while compre-
hension issues (3% invalid) stemmed from fabricated details beyond
the original text. Grammar errors (4% invalid) centered on incorrect
verb tenses. Except for omissions of Korean translations in Vocabu-
lary, the LLM’s error diagnoses largely aligned with those of the
human experts.

In addition to validity rates, Table 5 presents accuracy metrics for
vocabulary, comprehension, and grammar tasks by self-validation.
All metrics (Precision, Recall, F1 Score) were calculated using ‘valid’
as the positive class, with human expert evaluations serving as the
ground truth.

Comprehension shows the highest agreement with human judg-
ments. Vocabulary is similar to grammar and slightly higher. Over-
all, these findings indicate that LLMs and humans exhibit similar
validation behavior.

7.3 Expert feedback

After the experiment, we asked two domain experts, one high-
school English teacher, and another expert who is a certified Eng-
lish teacher, but working at a startup on online English education
company. We first asked them about the effectiveness of the tool,
and then about the ideal role of a reading assistant for self-studying
purposes for EFL readers. Below we describe their opinions.

Effectiveness of READING.HELP. To begin with, we identify four
benefits of using our tool. A primary advantage is its capacity to

Table 5: Accuracy metrics for Vocabulary, Comprehension,
and Grammar tasks by Self-Validation. All metrics (precision,
recall, F1) were calculated using ‘valid’ as the positive class,
with human expert evaluations serving as the ground truth.

Precision Recall F1 Score Accuracy
Vocabulary 914 96.59 93.92 89
Comprehension 93.81 97.85 95.79 92
Grammar 90.63 96.67 93.55 88

Table 6: Comparison of valid and invalid response rates (in
%) across Vocabulary, Comprehension, and Grammar, as eval-
uated by both human experts and the LLM.

Vocab Comprehension Grammar
Valid Invalid Valid Invalid Valid Invalid
Human Expert ~ 88% 12% 93% 7% 90% 10%
LLM (GPT-40) 93% 7% 97% 3% 96% 4%

mitigate text complexity issues and enhance comprehension. Con-
sequently, it helps the user to grasp not only the details but also the
overall structure of the text. One of the experts had never encoun-
tered such experience while reading, and expressed the willingness
to test reading the entire fiction using READING.HELP. The second
benefit is its ability to provide recommendations regarding topics
that the user may find challenging. It is acknowledged that from a
learner’s perspective, it is not always easy to know what one does
not know, and such recommendations help address this issue. Third,
a significant advantage is the freedom to make unlimited requests
at any time without pressure. Since READING.HELP is a machine and
not a human, not only does it respond to requests synchronously,
but the user is also free to ask as many questions as desired without
interference. Fourth, it provides information tailored to the user’s
English proficiency level. Both experts argue that they expect such
a tool to offer adaptive feedback, which is a key attribute of an
effective human tutor.



Improvement areas needed on READING.HELP. The experts
also identified three issues that must be addressed to improve ser-
vice for EFL readers. First, they noted that the tool is effective only
for individuals who are highly motivated to self-study English,
rather than for those lacking sufficient motivation. To attract less
motivated users, the tool should be made more accessible. For exam-
ple, by offering additional recommendations and visual highlights.
Second, the tool is not fully tailored to individual users. It could
provide a more detailed analysis of each learner’s condition, offer
an assessment of their English proficiency, and deliver explanations
that are better customized to their needs. Although the current
interface incorporates some of these features, both experts did not
consider them sufficient. Finally, because the content is generated
using LLMs, teachers acknowledge that while it can produce in-
teresting material, verifying its accuracy remains challenging. In
this regard, teachers expressed the need for a tool that they can use
without having to worry about constant validation.

8 Discussions

We describe the discussions based on the observation of the results.
To begin with, we interpret the results (§ 8.1). Then, we discuss, in
detail, the lessons learned from the study (§ 8.2, § 8.3, and § 8.4.)

8.1 Implication of Results

Below, we present the implications from two parts: (1) how the
tool is used, and the CEFR model’s recommendation and validation
performances of LLMs.

From the results, we find out that while reading a 400-word
script, they most of the time look for vocabulary, on 5, to 6 times
on average, and once or twice in comprehension. We also find that
occasionally, they used grammar and looked for paragraph sum-
maries. This represents that in general, for EFL readers to fluently
understand the text as well as the context (see § 2.1), it requires
a lot of effort. This showcases the utility of providing proactive
guidance for EFL readers.

While both experts and participants acknowledged the effective-
ness of the LLMs, there is still some issues on the validation of the
contents. For this, we assess our system from two ways (1) how
well their recommendations adhere to those of humans, and (2)
how factual the responses are. Our recommendation provides From
our results, we observed approximately 37.77% precision when rec-
ommending a few items (see Table 3). However, by increasing the
number of recommendations, the tool can capture a larger portion
of the information that EFL readers may not know. This is sup-
ported by the high recall rate—up to 87.64%—observed in the B2 >
configuration in Table 3. In summary, a recommendation strategy
similar to the B2 > configuration can facilitate the reading process
by suggesting many keywords that the user may not know.

8.2 Designing Adaptiveness for EFL Learning

A new level of adaptiveness, as mentioned by the experts, can
deliver more precise and efficient support for EFL readers. A de-
veloped version of READING.HELP may enlighten the users with
faster, proactive guidance on unfamiliar word meanings, grammar,
and comprehension. Both the language of guidance (e.g., level of
explanation, text organization) and the type of feedback can be
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personalized based on analysis of a learner’s accumulated skills.
Such enhancements can accelerate reading and build confidence.

However, we should also be aware of two potential dangers: ex-
tra mental load and over-reliance. Excessive explanation can over-
whelm the users, and replace the productive effort that builds skill.
This is suggested by how participants took advantage of detailed
grammatical information in READING.HELP (see § 7.2—participants
were overwhelmed with the amount of text, and later on did not
again refer to the part). We therefore recommend brief and light-
weight by default. If providing details is necessary, then first hide
detailed information, then show details only if the user chooses to.

Over-reliance is the second concern. The ultimate goal of reading
tools like READING.HELP is in increasing the user’s English skills, so
that reliance on the tool decreases as proficiency grows. Consistent
with the “no pain, no gain” principle in learning [13], guidance
should not be provided in a way that requires least amount of effort
from the users. Instead, systems should adopt policies that delib-
erately preserve productive struggle to some extent. For example,
withholding hints for terms that have been encountered repeatedly
or gradually fading support. Success for tools like READING.HELP
should be measured not only by faster reading but also by growing
independence over time.

8.3 Engagement Strategies for EFL Readers

Domain experts emphasized that higher engagement can sustain
attention and improve learning outcomes for EFL readers. One way
to increase engagement is to actively attract the user’s interest.
In data visualization, for example, researchers have studied visual
embellishment [7, 57]—adding pictures or icons to charts to make
them stand out. These additions can draw attention and encourage
exploration, but prior work shows they can also reduce how clearly
the data is understood. This trade-off has led some to call overly
decorative elements chartjunk. The same risk applies to reading
assistance tools: methods that focus mainly on catching the eye may
not improve understanding or skill development. We therefore treat
interest-driven cues as tools to be used sparingly and with clear task
alignment. For example, tools themselves can support motivation
in the form of timely, lightweight texts, or progress bars [33]. The
key is to channel attention toward the learning objective rather
than to compete for it.

An alternative is to raise engagement by removing distraction.
Rather than competing for attention, we envision an immersive [45,
46, 61], purpose-built environment for deep reading, paired with a
human-like virtual English tutor. Within this controlled space, the
tutor offers just-in-time, ad-hoc clarification, and examples tailored
to the reader’s current difficulty, without interruptions that could
potentially disturb comprehension. The system helps by making
the reader’s focus remains on the text by minimizing opportunities
for attention shifts, and at the same time providing visible and
accessible support. We identify various challenges along this strat-
egy, such as how to calibrate guidance and pace interventions, and
validation.

To that end, we propose a deep assessment of these two strategies-
interest attraction versus distraction-free immersion, for future de-
velopment of foreign language education using computing devices.
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8.4 Augmenting, Not Replacing: The Role of
LLMs in English Reading Education

With the power of generative models, we can envision an English
reading assistant that has absorbed a vast range of texts, can detect
the specific difficulties a learner faces, and can deliver content at
the learner’s level of proficiency. Such a tool could also generate
and grade questions to check comprehension, raising the question:
What would the ideal English reading assistant look like, and could
it fully replace human teachers?

Despite these possibilities, there remain essential roles that only
humans can fulfill in teaching English reading. Teachers are ac-
countable for learner progress in a way that no generative models
can be. They provide motivation, encouragement, and adaptive
care—especially for beginners or those with low self-efficacy—when
learners tire or lose momentum. Moreover, language learning is not
only about mastering reading skills but also about building collab-
oration and social interaction, dimensions that require authentic
human presence.

In this light, we envision an LLM-powered English reading as-
sistant that augments rather than replaces teachers. For any text
a learner brings, the assistant could offer adaptive support and
remain available anytime and anywhere, even when instructors
are not present. At the same time, when teachers are available,
the tool could enhance their pedagogical decision-making and am-
plify their ability to guide students. Looking ahead, it is crucial to
design such tools to advance English learning while preserving
and strengthening the agency of both teachers and learners—an
important direction for future work.

9 Conclusion

In this work, we developed a tool, called READING.HELP to help EFL
readers’ reading processes. In doing so, we utilized LLMs and inter-
pretable neural networks. From our initial design, READING.HELP-
Lite, we conducted a pilot study, and based on it we developed a
tool that effectively helps EFL readers, the READING.HELP. From our
experiment, we also found that CEFR models are capable of effec-
tively recommending parts that EFL readers do not know. Moreover,
LLMs possess abilities, though limited, to verify if the contents are
incorrect.
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